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H I G H L I G H T S  

• The charging station is considered as a load aggregator and the participant of incentive-based demand response. 
• A deep reinforcement learning-based decentralized framework is innovatively applied to charge multiple electric vehicles. 
• The proposed approach trades off the revenue from DR and the user satisfaction well. 
• The peak load of the charging station is shaved significantly.  
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A B S T R A C T   

The trend of zero-carbonization has accelerated the prevalence of electric vehicles (EVs) owing to their ad
vantages of low carbon emissions and high energy efficiency. The stochastic and high charging load of EVs results 
in a non-negligible challenge that may cause grid overload. A promising approach is the participation of charging 
stations in demand response as load aggregators by coordinating the charging power of electric vehicles. 
However, improper coordination of charging load may lead to unfulfilled charging demand, which would cause 
dissatisfaction on the demand side. In this study, the incentive-based and time-varying demand response 
mechanism is considered when charging stations coordinate charging of multiple EVs. A decentralized decision- 
making framework is innovatively applied to provide charging power of each EV. The charging process is 
modeled as a Markov decision process, and a virtual price is designed to help decide the charging power. Deep 
reinforcement learning algorithms such as deep deterministic policy gradient are applied to determine the 
charging strategy of multiple and heterogeneous EVs. Numerical experiments are performed to validate the 
effectiveness of the proposed method. A comparison with an optimal charging strategy and a heuristic rule-based 
method shows that the proposed method can trade off the revenue from demand response and user satisfaction, 
as well as reduce the peak load of the charging station. Furthermore, a test with inaccurate departure information 
indicates the robustness of the proposed method.   

1. Introduction 

Electricity is a promising alternative to fossil fuels because of the 
limited reserves and pollution caused by traditional energy resources. In 
the field of transportation, the trend of low pollution and low carbon 
emissions has triggered the blooming of electric vehicles (EVs) and the 
corresponding charging infrastructure [1]. EVs have a variety of ad
vantages, including high energy efficiency and environment- 
friendliness. Global EV sales reached 6.75 million in 2021, 108% more 

than that in the previous year.1 Thus, massive supporting in
frastructures, such as charging poles, are being built. According to the 
National Energy Administration of China, the number of public charging 
poles in China would have reached 558,000 by the middle of 2020. In 
particular, in the context of carbon neutralization, EVs play an essential 
role in the global transportation system. 

However, the high penetration and charging load of EVs pose sig
nificant challenges to the power grid [2]. The increasing number of EVs 
is expected to change the load profile significantly in distribution net
works, especially when high numbers of EVs are charged 
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simultaneously, which can cause voltage stability and power equality 
problems, transformer losses, and reduced operation lifespan of the grid 
[3-5] . Therefore, uncontrolled EV charging may place the power grid in 
a critical situation. 

It is more efficient to improve the security of the electricity supply by 
managing te demand-side load rather than extending the capacities of 
the power grid [6]. Owing to the development of new technologies such 
as 5G/6G and IoT [41], demand response (DR) is a potentially attractive 
approach to deal with the critical situation posed by EV charging by 
adjusting the electricity price or providing incentives to regulate the 
charging load and alleviate the pressure on the power grid [7,8]. DR 
plays an important role in the electricity market to maintain the balance 
between supply and demand by introducing load flexibility instead of 
adjusting only the generation levels [9]. More detailed information 
about the type and mechanism of DR can be found in [7,10]. The pro
totype application of the problem investigated here is the charging of 
EVs at a charging station (CS). In such applications, customers have their 
EVs charged during parking time in the CS. The CS acts as a load 
aggregator and regulates the charging load of each EV to fulfill the 
charging demand and participate in DR. The vital fact enabling the CS to 
regulate the charging of EVs is that most customers leave their EVs in CS 
longer than the time needed for charging, which provides flexibility to 

change the load profile of the CS, as confirmed on real-world dataset in 
[11]. 

The objective of the EV charging problem can be categorized into 
three types, that is, maximizing the benefit or minimizing the effect of 
EV charging for the grid[12-14], maximizing the benefit or promoting 
service satisfaction for the CS [15-20], and minimizing charging costs or 
maintaining the health of batteries for the EV [21-24]. Generally, there 
are two types of solutions, which are respectively based on traditional 
optimization methods and learning-based optimization methods. The 
authors of [8,25] summarized recent works in the area of traditional 
optimization algorithms for charging EVs in a smart grid. Various ap
proaches and applications have been investigated, where linear pro
gramming, quadratic programming, dynamic programming, game 
theory, and so on are applied to solve the problem [26-29]. In addition, 
many heuristic intelligent optimization methods, such as genetic algo
rithms [30], evolutionary algorithms [31], particle swarm optimization 
algorithms [32], and simulated annealing algorithms [33], have been 
investigated. However, most of these studies assume that certain 
knowledge such as future EV arrivals and electricity prices are already 
known or obey some distribution. Nevertheless, such assumptions 
cannot be satisfied in most practical scenarios. Even though the 
knowledge of distribution can be obtained, the distribution of future 

Nomenclature 

Abbreviations 
CS Charging Station 
DCS Deep reinforcement learning-based Charging Strategy 
DDPG Deep Deterministic Policy Gradient 
DR Demand Response 
DRM DSR-Ranking Method 
DSR Demand Satisfaction Rate 
EV Electric Vehicle 
GO Grid Operator 
OCS Optimal Charging Strategy 
PHEV Plug-in Hybrid Electric Vehicle 
ReL Reference Load 
RL Reinforcement Learning 
VP Virtual Price 

Parameter and variables 
α DR incentive per kWh shaved load 
Lt Total charging load of the CS without charging 

coordination 
Lref ,t Reference load 
Lreal,t Real load of the CS after charging management 
Lave,t Average charging load at time t before load management 
Pmax

i,k Rated charging power of the k th EV connected to the i th 
charging pole 

di,k Charging demand of the k th EV connected to the i th 
charging pole 

tarr
i,k Arrival time of the k th EV connected to the i th charging 

pole 
tdep
i,k Departure time of the k th EV connected to the i th 

charging pole 
Δt Time interval 
RDR,t Revenue obtained by the CS from GO for DR at time t 
VPt Virtual charging price provided by the CS at time t 
Fcs,t Ratio of the total fulfilled charging demand in the CS 
n Number of charging poles 
Preal

i,s Real charging power of the i th EV at time s 
DSRi,t Fraction of total required kWh of charging of the EV 

connected to the i th charging pole that has been realized 
by time t 

ci,t Duration of parking time up to time t for the i th charging 
pole 

li,t Left time for charging for the i th charging pole 
vi,t Average charging intensity of the i th charging pole at time 

t 
Ji,t Total number of EVs connected to the i th charging pole by 

time t 
Ki,t Index for the EV connected to the i th charging pole at time 

t 
ai,t The action of the i th agent 
isend

i,t Indicator of whether the charging process of the i th EV is 
completed at time t 

costi,t Cost function of the i th agent at time t 
ri,t Reward function of the i th agent at time t 
β Price coefficient 
μ Current actor network 
μ’ Target actor network 
Q Current critic network 
Q’ Target critic network 
θμ Parameters of current actor network 
θQ Parameters of target actor network 
θμ’ Parameters of current critic network 
θQ’ Parameters of target critic network 
sh Current state 
ah Current action 
rh Current reward 
s’h Next state 
τ Target smoothing coefficient 
γ Discounted factor 
σe Variance of exploration noise 
T Total training steps 

Indices 
i Index for charging poles 
j,k Index for EVs connected to charging pole 
t, s Index for time  
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events may vary with time, which makes it challenging to capture the 
uncertainties. Learning-based methods, especially reinforcement 
learning (RL) methods, have emerged as effective tools to cope with such 
challenges. The RL algorithms and modeling techniques used for DR are 
reviewed in [34]. More details about RL techniques can be found in [35]. 

RL-based methods have been widely applied to the EV charging 
problem for DR. The EV charging problem is formulated as a Markov 
decision process (MDP) in most related studies. The literature closely 
related to this study using RL techniques to solve the EV charging 
problem is listed in Table 1 including our work. The deep deterministic 
policy gradient (DDPG) method was used in [12] to find the optimal EV 
charging strategy that maximizes the profit of the grid operator (GO) 
and satisfies all the physical constraints. The authors of [13] proposed a 
charging coordination system based on RL to create charging schedules 
for an EV fleet to avoid grid overload. The authors of [15,16] applied a 
fitted Q-learning algorithm to learn the optimal charging policy based 
on the MDP formulation and a new state representation method. In [17], 
an RL-based framework was proposed to learn the optimal charging 
price that obtains the maximum long-term revenue of the CS as well as 
social welfare. An RL approach was proposed for optimizing the 
charging scheduling and pricing strategies that maximize the objective 
of the CS in [18]. In[21], the problem was cast as a daily charging 
decision-making problem for planning the energy to be charged in the 
plug-in EV battery within a day to reduce the charging cost based on the 
forecasted price. 

Multiagent reinforcement learning (MARL) is a decentralized model 
to solve the problem involving multiple agents. In [14], reducing the 
energy costs and avoiding transformer overload were both considered, 
and a multiagent RL architecture was proposed to balance these two 
objectives. The authors of [20] proposed a novel multiagent deep RL 
method for the energy management of distributed EV CSs with a solar 
photovoltaic system and an energy storage system. 

In this study, the CS is considered as an independent aggregator for 
DR and determines the charging of multiple EVs. The CS receives a series 
of time-varying DR signals of reference load (ReL) from the GO at the 
beginning of discrete time intervals. The CS can obtain incentives if it 
adjusts the aggregated charging load under the time-varying ReL. 
Otherwise, the incentive is reduced due to insufficient regulation [36]. 
The key problem is to maximize the revenue of the CS by obtaining the 
incentive from the GO while fulfilling the charging demand of EVs. 

To the best of our knowledge, there have not been RL-based works 
considering that CS participates in the incentive-based and time-varying 
DR as an independent aggregator. The applied DR mechanisms in 
related works are price-based or relatively simplified, such as flattening 
the aggregated load, adjusting demands by dynamic prices. However, 
the incentive-based DR and time-varying signals pose new challenges for 
CS to coordinate charging of multiple EVs. The CS needs to coordinate 
charging of multiple heterogeneous EVs to satisfy a global time-varying 
objective. Most related works apply a centralized RL-based coordinator 
to decide the charging power of all EVs. The coordinator can provide 
charging power of EVs to satisfy the time-varying signal but can hardly 
work due to the curse of dimensionality caused by continuity and scale 
of the state and action spaces [15,37]. MARL is an attractive decen
tralized framework for learning the charging decisions of multiple 
agents. However, MARL is still limited by the scalability of EVs because 
dynamic environment may lead to unstable training process [13]. 
Furthermore, a large number of agents requires too much space and 
more samples to compute a good policy [14]. 

To solve the EV charging problem in CS to participate in incentive- 
based and time-varying DR, a decentralized decision-making frame
work is innovatively applied in which individual charging pole decides 
the charging power of connected EV based on virtual price (VP). The 
MDP model of the EV charging process is formulated, and the deep RL 
algorithm, DDPG, is applied to learn the charging strategy and decide 
the charging power at fixed time intervals, where each charging pole is 
seen as an agent to charge the connected EV. All the agents share the 

same parameters of single-agent RL algorithm to obtain a linear increase 
in computational complexity with the increasing scale of EVs. A VP is 
proposed to realize the consistency of the targets of the CS and all agents. 
The contributions of this study can be summarized as follows. 

1) The incentive-based and time-varying DR mechanism is consid
ered when CS coordinates the charging of multiple EVs as a load 
aggregator. The objective of CS is to maximize the revenue from DR and 
the user satisfaction. 

2) A decentralized decision-making framework is innovatively 
applied to provide charging decisions by each charging pole. The 
framework can enable the scalability and the ability to deal with large 
scale of EVs. The VP is designed to realize the coupling of the reward of 
individual agent and the objective of CS, as well as the trade-off between 
revenue from DR and the user satisfaction. 

3) Deep RL algorithm is applied to learn the charging strategy of EVs 
without the information of future arrivals of EVs and ReL. A numerical 
experiment based on real-world data is carried out to validate the 
effectiveness of the proposed method. 

The remainder of this paper is organized as follows. The decentral
ized decision-making framework and MDP formulation of EV charging is 
introduced in Section 2. The algorithm based on DDPG is proposed to 
solve the charging problem in Section 3. In Section 4, a numerical 
experiment is performed to validate the effectiveness and robustness of 
the proposed method. Finally, the conclusions are drawn in Section 5. 

2. Model formulation 

2.1. Demand response formulation 

For the GO, it is necessary to manage the high load of EVs, especially 
during the high-load period in case of the overload of the power grid. 
One of the potential approaches is to offer incentives to the CS to shave 
the peak load, as shown in Fig. 1. Note that the GO requires the load of 
the CS to stay below a ReL Lref ,t at time t by offering a fixed incentive 
which is α per kW for the shaved load. The CS acting as a load aggregator 
can determine the charging load of each EV to track the DR signal. 
Before introducing the DR mechanism, once an EV arrives at the CS, the 
EV is charged with a fixed charging power. However, some EVs are left 
in the CS for a longer time than they need to be fully charged, which 
enables the CS to coordinate the charging load to participate in the DR. 

2.2. Charging station formulation 

The additional income of incentives from participating in DR en
courages the CS to apply charging management. However, it is chal
lenging to optimize the charging strategy without sufficient information, 
such as future EV arrival, parameters of future EVs, and future ReL. 
Thus, the CS can only make charging decisions based on historical and 
present information. For a CS with n charging poles, the load at time t 
without any management is the sum of the rated charging powers of the 
EVs, which is written as 

Lt =
∑n

i=1
Pmax

i,Ki,t
(1) 

where Lt is the total charging load of the CS without charging co
ordination, Pmax

i,k is the rated charging power of the k th EV connected to 
the i th charging pole, and Pmax

i,0 = 0. Ki,t is the index for the EV connected 
to the i th charging pole at time t, which means that the Ki,t th EV is 
connected to the i th charging pole at time t and Ki,t = 0 if the i th 
charging pole is unoccupied at time t. Similarly, Ji,t is defined to repre
sent the total number of EVs connected to the i th charging pole by time 
t. From the perspective of the CS, the objective is to coordinate the 
charging load of all the EVs to track the DR signal delivered by the GO 
and obtain the highest revenue while considering the user satisfaction. 
The incentive is decided by the real load after management, the ReL, and 
the uncontrolled load without management. The CS obtains nothing if 
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its uncontrolled load is lower than the ReL. If the ReL is lower than the 
uncontrolled load and the CS manages to shave the load to no higher 
than the ReL by coordinating the charging of EVs, it can obtain all the 
incentives. Otherwise, only the incentives for the shaved load can be 
obtained by the CS. Furthermore, the CS is punished if the real load is 
above the ReL, whereas the uncontrolled load is lower than the ReL. The 
detailed revenue mechanism is shown in Fig. 2. The reward of the CS 

participating in DR can be written as 

RDR,t = α
(
max

(
Lt,Lref ,t

)
− max

(
Lref ,t, Lreal,t

) )
(2) 

Here, RDR is the direct revenue obtained by the CS from the GO for 
participating in DR without the loss of user satisfaction, and Lreal,t is the 
real load of the CS after charging management. From (1) and (2), the 
management of load Lt has a significant influence on the following 
charging load profile by delaying or moving up the charging load, 
probably changing the calculation of revenue significantly. In reality, 
the uncontrolled load Lt is usually estimated with the historical data in 
non-DR days before time t. Therefore, the Lt in (2) is generally replaced 
by the average charging load at time t before load management, written 
as Lave,t . It is also noteworthy that the revenue mechanism used here can 
be expanded to other forms related to the curtailed load. 

Furthermore, the user satisfaction is measured by demand satisfac
tion rate (DSR). The DSR here refers to the fraction of total required kWh 
of charging of the connected EV that has been realized when EV leaves. 
The key problem is how to trade off the revenue from DR and the user 
satisfaction. To achieve this, a virtual charging price is proposed, which 
is used for coordinating the charging of multiple EVs. Assume that the CS 
provides a VP at time t, denoted as VPt , when a ReL is received from the 
GO, and each charging pile provides charging power according to VPt to 
achieve the minimum charging cost. Note that the charging price and 
cost are virtually set up. They are introduced only for converting the 
incentive-based DR problem to a virtual price-based DR problem and to 
help derive the charging strategy. 

Table 1 
Existing related works using reinforcement learning for EV charging.  

Related 
work 

Perspective / Objective‘ Method Demand response form Experimental settings Decision 
framework 

[12] GO / Max. profit DDPG No Based on real-world data Centralized 
[13] GO / Min. load variance DQN No Using manually defined 

data 
Decentralized 

[14] GO / Min. energy cost and avoid 
overload 

MARL No Using manually defined 
data 

Decentralized 

[15,16] CS / Min. load variance Fitted Q- 
iteration 

Flatten charging load Based on real-world data Centralized 

[17] CS / Max. revenue and social welfare Q-learning Adjust demand by price Based on real-world data Centralized 
[18] CS / Max. profit SARSA No Using manually defined 

data 
Centralized 

[19] EV / Min. cost Fitted Q- 
iteration 

Adjust demand according to price Using manually defined 
data 

Centralized 

[22] EV / Min. cost Q-learning Adjust demand according to price Using manually defined 
data 

Centralized 

[23] EV / Min. cost DDPG No Using manually defined 
data 

Centralized 

Our work CS / Max. revenue and user 
satisfaction 

DDPG Respond to incentive-based time-varying DR 
signal 

Based on real-world data Decentralized  

Fig. 1. Structure of the demand response (DR) model.  

Fig. 2. Revenue that the charging station (CS) obtains from DR.  
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The objective is to reach a balance between DR revenue and the user 
satisfaction, so VPt should include information related to both. The 
revenue from DR can be reflected from the ratio of real load to ReL, 
while the satisfaction of the demand side is related to the ratio of total 
fulfilled charging demand. 

When the uncontrolled load of the CS is lower than the ReL, no 
regulation is needed and VPt = 0. On the contrary, the VP should be 
larger to restrain the charging load when the CS needs to curtail the 
charging load. Thus, the VP at time t is given as 

VPt =

⎧
⎪⎪⎨

⎪⎪⎩

0, if Lt ≤ Lref ,t

Lt • Fcs,t

Lref ,t
(
2 − Fcs,t

), otherwise
(3) 

Fcs,t is the ratio of the total fulfilled charging demand in the CS, and it 
can be expressed as 

Fcs,t =

∑n

i=1

∑t

s=tarr
i,Ki,t

Preal
i,s • Δt

∑n

i=1
di,Ki,t

(4)  

where Preal
i,s is the real charging power of the i th EV at time s and Δt is the 

time interval. di,k is the charging demand of the k th EV connected to the 
i th charging pole and di,0 = 0. tarr

i,k is the arrival time of the k th EV 
connected to the i th charging pole and tarr

i,0 = 0. 
Obviously, the VP is higher when the ReL is lower, given EVs in the 

CS. Furthermore, the VP is lower when Fcs,t is lower, which indicates a 
higher risk of failure to meet the charging demand, and EVs are 
encouraged to charge with higher power. 

2.3. Markov decision process model of electric vehicle charging 

When an EV arrives at the CS, it will get connected to the charging 
pole if there is unoccupied charging pole. When the EV is connected to a 
charging pole, we assume that the charging pole will get the information 
about the EV, i.e., arriving time, departure time, rated charging power 
and charging demand. However, the charging station cannot gain in
formation about the future arrivals of EVs. In this section, the charging 
process of EV is formulated as an MDP model. The charging poles are 
regarded as agents that coordinate the charging power of the connected 
EVs. The MDP formulation is composed of four parts: state, action, 
reward, and transition function. The framework of the MDP model is 
shown in Fig. 3. 

2.3.1. State 
The state of the agent describes the current information of the con

nected EV and the VP from the environment, which consists of the 
current time t, virtual price VPt, DSR of i th charging pole at time t DSRi,t, 
duration of parking time up to time t in the CS ci,t, left time for charging 
li,t , and average charging intensity vi,t . DSRi,t is defined as 

DSRi,t =

∑t

s=tarr
i,Ki,t

Preal
i,s • Δt

di,Ki,t

, for Ki,t ∕= 0 (5) 

The duration of parking time and time left for charging are defined as 

ci,t = t − tarr
i,Ki,t

, li,t = tdep
i,Ki,t

− t, for Ki,t ∕= 0 (6) 

where tdep
i,k is the departure time of the kth EV connected to the i th 

charging pole. Furthermore, vi,t is used to describe the relative average 
charging power compared with the maximum charging level, which is 
expressed as 

vi,t =

∑t− 1

s=tarr
i,Ki,t− 1

Preal
i,s

Pmax
i,Ki,t− 1

• ci,t− 1
, for Ki,t− 1 ∕= 0 (7) 

To deal with heterogeneous EVs, the normalization in (5) and (7) can 
model the charging intensity of EVs with different demands and 
charging magnitudes. The entire state of the i th agent at time t can be 
denoted as Si,t = [t,VPt ,DSRi,t ,ci,t , li,t ,vi,t ]. Among all the information, VPt 

is the global information observable by all agents. Other than VPt, the 
local EV information is only available to the connected agent. All the 
information is attainable and accurate, except for the departure time of 
EVs. The departure information can be set beforehand by the EV owners 
or predicted by contextual information, but it may be inaccurate owing 
to the uncertainty of user behavior. The effect of inaccurate departure 
time is analyzed later in the case study. 

2.3.2. Action 
The action of the i th agent ai,t is the charging intensity coefficient 

given by the agent, ranging from 0 to 1. The real charging power for the 
connected EV is a continuous variable and is expressed as 

Preal
i,t = ai,t • Pmax

i,Ki,t (8) 

Although practical charging poles may only provide discrete 
charging power, it is straightforward to expand the continuous action to 
a discrete one. 

Fig. 3. Framework of the Markov decision process (MDP) model of the charging process.  
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2.3.3. Reward 
The design of the reward function is the key factor that enables the 

agents to cooperate to achieve the goal of the CS. Here, the objective of 
the agent is to have the connected EV charged at the lowest cost without 
affecting user satisfaction. Once DSRi,t = 1, say, the EV connected to the 
i th pole is fully charged at time t or it departs at time t, a cost will be 
assigned at time t. The cost contains (i) the average VP during its 
charging process, and (ii) unsatisfied charging demand upon departure. 
Consequently, the cost of the i th charging pole at time t can be designed 
as 

costi,t =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, if isend
i,t = 0;

β •

∑t

s=tarr
i,Ki,t

VPs • Preal
i,s

∑t

s=tarr
i,Ki,t

Preal
i,s

+
(
1 − DSRi,t

)
, if isend

i,t = 1;
(9) 

Therefore, the reward function of the i th agent is designed as 

ri,t =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, if isend
i,t = 0;

− β •

∑t

s=tarr
i,Ki,t

VPs • Preal
i,s

∑t

s=tarr
i,Ki,t

Preal
i,s

−
(
1 − DSRi,t

)
, if isend

i,t = 1;
(10)  

where isend
i,t is an indicator of whether the charging process is completed. 

isend
i,t = 1 when the i th connected EV is fully charged or the EV departs, 

and isend
i,t = 0, otherwise. This definition indicates that the agent obtains 

nothing when the charging process is incomplete. The final reward when 
charging is finished consists of two parts. The former part is proportional 
to the average price, and the latter is the opposite of the ratio of the 
unfinished charging demand. β ≥ 0 is the price coefficient for trading 
the two parts. 

Owing to the structure of the reward function, the charging load of 
each EV can be coordinated by the CS through the VP. When the VP is 
high, the agent will provide a low charging power to maximize the 
former part related to the virtual charging price in the reward function. 
Thus, the total charging load of the CS can be reduced accordingly to 
track the ReL. With virtual price given by the charging station, each 
agent can gain access to the global information that indicates the ReL 
and the global charging state, which lays restriction on individual 
agent’s decision. Since each agent wants to trade off the global DR 
revenue and user satisfaction, it combines both global and individual 
information to obtain optimal decision. The price coefficient β plays the 
role of balancing the revenue obtained from participating in DR and the 
satisfaction of the demand side. The agent prioritizes regulating the 
charging power to track the ReL and obtains more incentives when β is 
large. Through this reward design, the consistency of the agent’s reward 
and the goal of the CS is achieved. 

2.3.4. Transition function 
After the agent decides the charging power of the i th connected EV, 

the EV is charged with Preal
i,t for the time interval Δt from t to t + 1, which 

drives the environment to transit into a new state. Despite the effects of 
actions executed by agents, the new state of the environment is also 
affected by the arrival and departure of EVs and the ReL. 

At the beginning, all charging poles are empty thus Si,0 could be 
initialized as [t = 0,VP0 = 0,DSRi,0 = 1,ci,o = 0, li,0 = 0,vi,0 = 0]. The 
real power load of the charging pole will be 0 when it is unoccupied or 
the charging process is finished, and the DSR could be viewed as 1. Both 
Ji,0 and Ki,0 are 0 for there has been no EVs connected to the charging 
poles. 

If an EV is disconnected from the charging pole or fully charged, the 
charging process is completed, and its information is removed. The el
ements of DSRi,t+1, ci,t+1, li,t+1, vi,t+1, Ji,t+1 and Ki,t+1 are updated as 

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

DSRi,t+1 = 1

ci,t+1 = 0

li,t+1 = 0

vi,t+1 = 0

Ji,t+1 = Ji,t

Ki,t+1 =

{
0 , if EV is disconnected

Ki,t , if EV is fully charged

(11)  

and isend
i,t , which is usually defaulted to 0, will be set to 1. 

If an EV arrives and is connected to the i th charging pole, the in
formation of the EV is added to the observation as 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

DSRi,t+1 = 0
ci,t+1 = 0

li,t+1 = tdep
i,Ki,t+1

− tarr
i,Ki,t+1

vi,t+1 = 0
Ji,t+1 = Ji,t + 1
Ki,t+1 = Ji,t+1

(12) 

If the charging of the i th EV in the CS is not finished, the elements of 
DSRi,t+1, ci,t+1, li,t+1 and vi,t+1 are updated as 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

DSRi,t+1 = DSRi,t+1 +
Preal

i,t • Δt
di,Ki,t

ci,t+1 = ci,t + 1

li,t+1 = li,t − 1

vi,t+1 =

(

1 −
1

ci,t

)

vi,t +
1

ci,t

Preal
i,t

Pmax
i,Ki,t

Ji,t+1 = Ji,t

Ki,t+1 = Ki,t

(13) 

After receiving the new reference and information on EVs, VPt+1 is 
updated according to (3). The new VPt+1 is given by the CS such that the 
new state at time t+1 is Si,t+1 = [t+ 1,VPt+1,DSRi,t+1, ci,t+1, li,t+1,vi,t+1]. 

3. Deep reinforcement learning-based charging strategy 

DDPG is an actor-critic model-free RL algorithm based on a deter
ministic policy gradient and neural network function approximator. 
Many techniques are combined in the DDPG, such as replay buffer, soft 
target updates, and batch normalization. More details about the DDPG 
can be found in [38]. In this section, the deep reinforcement learning- 
based charging strategy (DCS) with DDPG applied is introduced to 
provide the charging power of each EV. 

Generally, there are four neural networks used in the DDPG: current 
actor network μ, current critic network Q, target network μ’, and Q’. 
Their parameters are θμ, θQ, θμ’ and θQ’ , respectively. The actor network 
is used to provide the charging action, and the critic network can esti
mate the value of the action. Thus, the input of the actor network is the 
state, and the output is the action. The input of the critic network is the 
state and the provided action, and the output is the estimated value of 
the state and action. The actor and critic both provide the action or 
evaluation by a nonlinear neural network. 

The current actor is used for selecting the current charging action 
ai,t = μ

(
si,t |θμ)+N i,t given the current state, and N i,t is the noise 

sampled from a random process to construct exploration policy. In this 
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study, a normal distribution N
(
0, σe

2) is used to create noise. The cur
rent critic is set to judge the performance of the actor by evaluating the 
value of action provided by the current actor in the current environ
mental state, that is, Q

(
si.t , ai.t |θQ). The evaluated value from the critic 

dominates the update of the actor network, and thus the training of the 
critic is a key factor affecting the performance of the DDPG. RL involves 
sequential samples generated from exploring the environment, so it may 
not satisfy the independent and identical distribution assumption which 
is important for most algorithms. A replay buffer is introduced in the 
DDPG to enable learning from uncorrelated samples. Moreover, the 
setting of target networks is in the case of unstable training, and their 
parameters are copied from current networks regularly. Each time the 
reward and new state are returned after the current actor provides the 
action, a sample of the transition is stored in the replay buffer, including 
the current state si,t, action ai,t, reward ri,t, next state si,t+1, and the in
dicator isend

i,t . N transitions are sampled randomly from the replay buffer 
when updating the current networks, that is, (sh,ah,rh,s’

h, is
end
h ),h = 1,2,

⋯,N, where the index h indicates the h th sample. Then, the action and 
evaluation of the action are derived from the target network regarding 
the next state si,t+1 as the current state. The loss function to be minimized 
to update the current critic network is 

L =
1
N

∑

h

(
yh − Q

(
sh, ah

⃒
⃒θQ) )2

(14)  

where yh is the estimated value from the target networks and it is written 
as 

yh = rh +
(
1 − isend

h

)
γQ’( s’

h, μ’(s’h|θμ’
)
⃒
⃒θQ’ ) (15)  

where γ is the discount factor, which ranges from 0 to 1. Q’(•|θQ’
) is the 

estimated value given by the target critic network, and μ’(•|θμ’
) is the 

action given by the target actor network. The current actor network is 
updated using the sampled policy gradient: 

∇θμ J ≈
1
N
∑

h
∇aQ(s, a|θQ)s=sh ,a=μ(sh)

∇θμ μ(s|θμ)sh (16) 

The target networks are updated by the current networks using “soft” 
update as 
{

θQ’
←τθQ + (1 − τ)θQ’

θμ’ ←τθμ + (1 − τ)θμ’
(17)  

where τ is the smoothing coefficient for updating, which constrains the 
target values to change slowly, greatly improving the stability of 
learning. 

The entire framework of the DDPG is shown in Fig. 4, where the red 
lines indicate the interaction with the environment and the blue lines 
indicate the updating process of the networks. The detailed procedure of 
the DCS is presented in Algorithm 1.  

Algorithm 1 DCS with DDPG  

Randomly initialize actor network μ and critic network Q.  
Initialize target network μ’ and Q’.  
Initialize replay buffer R.  
Initialize a random process N for action exploration.  
Receive initial observation of each charging pole in the CS, i.e., si,1,i = 1,2,⋯,n.  

for t = 1 : T do  
for i = 1 : n do  

Select charging action ai,t = μ
(
si,t |θμ)+N i,t according to current policy and 

exploration noise. 
① 

Execute charging action ai,t , observe reward ri,t , new state si,t+1, and isend
i,t .  

Store transition (si,t ,ai,t , ri,t , si,t+1 , isend
i,t ) in R. ② 

end for  
Sample a minibatch of N transitions (sh, ah, rh, s’

h, is
end
h ), h = 1, 2,⋯,N from R. ③ 

Compute yh according to (15). ④ 

(continued on next column)  

(continued ) 

Algorithm 1 DCS with DDPG  

Update critic by minimizing the loss in (14). ⑤ 
Update the actor policy using the sampled policy gradient according to (16). ⑥ 
Update the target networks according to (17). ⑦ 

end for   

Each time the CS needs to coordinate the charging load, each agent 
provides the charging power according to the same algorithm and pa
rameters. All updating procedures are executed with the same parame
ters when interacting with the environment. Such settings guarantee a 
linear computational burden with the scale of charging poles and the 
ability to deal with scalable and heterogeneous EVs. Besides, DDPG is 
only a basic algorithm that can deal with continuous states and actions, 
and can be embedded in the charging framework. Any other proper deep 
RL algorithm can also be applied to learn the charging strategy in the 
proposed method, which is addressed in the following analysis. 

4. Numerical experiment 

4.1. Simulation setting 

In this section, a case study based on real charging data is conducted 
to validate the model and method proposed above. The dataset consists 
of over 28,000 charging records in Los Angeles, USA, from April 2018 to 
December 2020.2Each record includes the arrival time, departure time, 
charging time, and delivered electricity of the EV. The distribution of 
arrival rate and departure rate over time according to the dataset is 
shown in Fig. 5. A CS with 30 charging poles is simulated, and the time 
interval is set to 15 min. The arrivals of EVs are simulated according to 
the distribution of all arrival times in the charging records. The ReL from 
the GO is uniformly distributed in the simulation. The average of the ReL 
and the average uncontrolled load of the CS before participating in the 
DR in one day is shown in Fig. 6, where the red band represent the 
uniform distribution that the reference load is sampled from and the 
blue band manifests the variance of the uncontrolled load. This indicates 
that the curtailment of the charging load is mainly required from 15:00 
to 20:00 in one day. It is also assumed that the rated charging power of 
all EVs is lower than the maximum output charging power of charging 
poles. Note that there is no assumption regarding the charging behavior 
and ReL in the model formulation. The distribution of the arrival/de
parture rate, future demand, and ReL are not known beforehand in the 
proposed method. 

The neural networks of the actor and critic are set with two hidden 
layers and 64 neurons in each layer. The parameters of the DDPG al
gorithm and the scenario are set as presented in Table 2. 

There is no acknowledged baseline method in such a scenario, and 
most of the existing methods cannot deal with the charging problem of 
multiple and heterogeneous EVs in the DR context. To validate the 
effectiveness of the proposed method, an optimal charging strategy 
(OCS) and a heuristic DSR-ranking method (DRM) are introduced. In the 
OCS, it is assumed that all the future information, that is, the arrival, 
departure, demand of EVs, and ReL, are perfectly known to derive an 
optimal charging scheduling. The charging problem to be solved is 

min
∑

i

∑Ji,T0

j=1

(

di,j −
∑tdep

i,j

s=tarr
i,j

Preal
i,s Δt

)

(18)  

s.t.
∑
s=tdep

i,j

s=tarr
i,j

Preal
i,s Δt ≤ di,j, ∀1 ≤ j ≤ Ji,T0 ,∀i  

2 The data can be accessed on the website: https://ev.caltech.edu/dataset 
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∑

i
Preal

i,t ≤ Lref ,t,∀t  

0 ≤ Preal
i,t ≤ Pmax

i,Ki,t
,∀i, t  

where T0 is the test steps. In problem (18), the ReL is seen as a constraint 
of the total charging load in the CS, and the objective is to minimize the 
unsatisfied charging demand. Problem (16) is solved using Gurobi 9.1.2. 

In the DRM, the charging power of each EV is determined by its DSR, 
without future information. The strategy puts a higher charging priority 
on the EV with a lower DSR. The charging power of each EV is deter
mined by the rank of its DSR. 

The order statistics DSR(1),t ,DSR(2),t ,⋯,DSR(n),t are defined as a 
permutation of DSR1,t ,DSR2,t ,⋯,DSRn,t such that DSR(1),t ≤ DSR(2),t ≤

⋯ ≤ DSR(m),t < 1 = DSR(m+1),t = DSR(n),t, which means that m EVs are 
in need of charging at time t. Accordingly, the rated charging power of 
the charging pole with j th lowest DSR will be defined as Pmax

(j),t . The k EVs 
with the lowest DSRs can be charged with the rated power, wherein k 
satisfies 
∑k

j=1
Pmax
(j),K(j),t

≤ Lref ,t,
∑k+1

j=1
Pmax
(j),K(j),t

> Lref ,t or k = m (19) 

Then the EVs connected to charging pole (1)⋯(k) are selected to be 
charged at the rated charging power. 

4.2. Results and analysis 

With the parameters listed in Table 2, the algorithm is trained with a 
maximum of 500,000 steps. The results of DCS when the price 

Fig. 4. Framework of deep deterministic policy gradient (DDPG) algorithm.  

Fig. 5. Distribution of the arrival rate and the departure rate according to 
the dataset. 

Fig. 6. Distribution of the ReL provided by the grid operator (GO) and un
controlled average load of the CS. 

Table 2 
Setting of parameters in the DDPG algorithm and scenario.  

Parameters (DDPG) Value 

Learning rate 0.0001 
Target smoothing coefficient τ 0.95 
Discounted factor γ 0.99 
Replay buffer size 200,000 
Batch size 512 
Variance of exploration noise σe 0.05 
Total training steps T 500,000 
Parameters (Scenario) Value 
Incentive α 2 
Price coefficient β 1, 2, 3 
Number of charging poles n 30 
Time interval Δt 15 min  
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coefficient β = 1 are shown in Fig. 7, wherein the average DSR when the 
charging process is completed, reward of EVs, and revenue of the CS up 
to each stage are plotted. Each stage in the figures consists of 30 days. 
This shows that the performance of the proposed algorithm can 
converge with the learning steps. At the beginning of training, the DSR 
and reward are both low, and the revenue of the CS is high, which in
dicates that the CS obtains revenue by not fully satisfying the charging 
demand. As time progresses, the reward and DSR increase, and the 
revenue decreases. The evolution illustrates that the reward function of 
agents realizes the trade-off between the revenue from DR and the 
satisfaction of the demand side. 

A series of experiments with different price coefficients are also 
carried out. The algorithms with β = 1, 2,3 are trained for 500,000 steps 
respectively, and then the algorithms are tested for 10,0000 steps based 
on the same environment. For the solution time for OCS is too long with 
long test steps, the OCS is tested for 10,000 steps for each test. The 
training and testing process are repeated for 10 times. To validate that 
any proper deep RL algorithm that can deal with continuous states and 
actions can also be applied, here another two deep RL algorithms, 
proximal policy optimization (PPO) and twin delayed DDPG (TD3), are 
tested to learn the charging strategy as well. The details about PPO and 
TD3 can be found in [39,40]. The test results and performances of the 
baseline methods and DCS with different deep RL algorithms are shown 
in Fig. 8, including the average revenue for the CS, average DSR and 
standard deviation (Std) of DSRs. 

The results show that the performances of DCS with different deep RL 
algorithms are similar in general. Furthermore, a higher price coefficient 
can generate higher revenue from DR for the CS and lower average DSR 
for EVs. A higher price coefficient results in a larger weight for revenue, 
that is, the agents may take more adventurous measures to track the DR 
signal by curtailing the charging load, which makes EVs more likely to 
be insufficiently charged. Therefore, the average DSR declines and the 
Std of the DSR increases with a higher price coefficient. The OCS ach
ieves all the revenue, about 245, by tracking the DR signal perfectly, 
which is then the upper bound of revenue for the CS. The average DSR 
and revenue from DR in the OCS are both relatively high because OCS 
can make optimal decisions with perfect information. The DRM also 
achieves all the revenue for the CS owing to its absolute satisfaction of 
the DR signal. However, despite the priority charging of EVs with lower 
DSR, the average DSR is only about 93.5% and the Std of DSR reaches 
0.090, probably damaging the satisfaction of EV owners severely. 
Compared with the DRM, the proposed DCS can significantly improve 
the satisfaction of the charging demand. Compared with the OCS, the 
proposed DCS can provide similar performance when β is large without 
the information of future arrivals, demands, departures, and DR signals, 
validating the near-optimal performance of the DCS. 

The charging load profiles of the different methods are also investi
gated by calculating the average load at each time in one day, as shown 
in Fig. 9 and Fig. 10. The results show that the differences in load profiles 
occur mainly in the period from 15:00 to 3:00. There is a sharp peak load 

from 15:00 to 20:00 in the uncontrolled load profile. In addition, the 
peak load is smoother under the DCS, with the price coefficient being 
higher. The DRM, OCS, and DCS with β = 3 maintained the average peak 
load under the average ReL. The profiles illustrate that the DCS can 
improve the overload effect caused by a sharp charging load, reducing 
the risk of collapse of the grid. 

The charging load of 10 days is sampled from the test results of 
different algorithms as shown in Fig. 11. Compared with the uncon
trolled load, all the three methods can shave the peak load and reduce 
the variance of load. The variance of loads in one day of DCS and OCS 
are larger due to environmental uncertainties, and the load of DRM in 
one day is smoother for DRM is a rule-based method and relatively more 
stable. When taking the DRM strategy, the EVs at the valley time can 
share a large DSR, while the EVs at the peak-load time may share a low 
DSR, so the DRM strategy may result in unfairness over time. The load of 
DCS and OCS from about 5:00 to 10:00 is higher than that of uncon
trolled load and DRM, which indicates some uncontrolled load during 
the peak-load time is transferred to be satisfied during the valley time. 
This may alleviate the unfairness over time although it could sacrifice 
the fairness for the EVs charging at the same time. As a result, the Std of 
DSR of DCS and OCS is lower than that of DRM, which can be seen from 
Fig. 8. It can be found that the charging load of DRM and OCS keeps 
staying below the ReL while the charging load of DCS cannot always 
keep staying below the ReL. That is because the DCS needs to trade off 
the revenue from DR and user satisfaction without future information so 
DCS may put more priority on DSR during some time intervals. 

4.3. Analysis of departure information 

In the proposed method, the departure time information is used as a 
variable in the state space. However, the departure time of EVs cannot 
be attained or accurately predicted in practical scenarios because the 
departure time is dependent on the EV owners’ behaviors, which are 
difficult to capture. Therefore, further experiments are conducted to test 
the performance of the proposed method with inaccurate departure in
formation. Different magnitudes of noise are added to the departure 
information. Here, the noise is normally distributed with a mean value 
μ = 0 and variance σ = 1,3,5, respectively. 

First, the test results of the algorithms trained and tested with 
inaccurate departure information are presented in Table 3, where the 
average DSR and revenue from DR are obviously lower than those 
without noise in departure information. More specifically, the decrease 
in average daily revenue is greater, and the Std of DSR is slightly higher 
with the noise of higher variance. This indicates that the accuracy of the 
departure information can affect the performance of the charging 
strategy. Without accurate departure information, the agent cannot 
properly evaluate the extent of charging urgency of connected EVs, 
resulting in more unfulfilled demand and less revenue. 

The test results of the algorithms trained with accurate departure 
information and tested with inaccurate departure information are listed 

Fig. 7. Reward of electric vehicles (EVs), demand satisfaction rate (DSR), and revenue of the CS up to each stage when DCS with DDPG is applied and.β = 1  
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in Table 4. It is obvious that the effect of inaccurate departure infor
mation is slight, although the performance is indeed worse with a higher 
magnitude of noise, the difference is not very significant. This indicates 
that training the algorithms with historical accurate information can 
maintain the performance when interacting with an environment of 
inaccurate departure information. Thus, the results show that the DCS 
can still achieve an excellent performance when the departure infor
mation cannot be attained accurately, thus verifying its robustness. 

5. Conclusion 

In this paper, we propose a deep reinforcement learning-based 
charging strategy for the charging station to coordinate the charging 
of multiple EVs and participate in DR. The charging process of an EV is 

modeled as an MDP. In particular, the virtual price is introduced as a 
significant tool to trade off the revenue from DR and the satisfaction of 
the demand side. Each agent determines the charging power of the 
connected EV based on the same single-agent algorithm. All the agents 
share the same parameters to deal with scalable and heterogeneous EVs, 
resulting in a linear increase in computation when managing multiple 
EVs. In the case study, the DDPG algorithm as well as PPO and TD3 is 
trained and tested based on real charging data in a charging station with 
30 charging poles. The results show that any proper reinforcement al
gorithm that can deal with continuous states and actions can be applied 
in the proposed strategy. The comparison with the demand-satisfaction- 
rate-ranking method and optimal charging strategy indicates that the 
proposed strategy can achieve near-optimality and trade off the revenue 
and risk well. The proposed strategy can significantly smooth the 

Fig. 8. Revenue from DR, average DSR and Std of DSR of DCS with DDPG, PPO, and TD3 and baseline algorithms.  

Fig. 9. Average load curve in one day of the DCS with DDPG and different price 
coefficients. 

Fig. 10. Average load curve in one day of DCS with DDPG and base
line algorithms. 
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Fig. 11. Samples of daily charging load of DCS with DDPG and baseline algorithms.  

Table 3 
Test results of the DCS with DDPG when trained with inaccurate departure 
information.  

Method Average 
reward 

Average 
DSR 

Average 
revenue 

Std of 
DSR 

DCS (σ =

1) 
β =

1 
− 0.167 98.73% 106.50 0.035 

DCS (σ =

3) 
− 0.162 98.56% 103.71 0.036 

DCS (σ =

5) 
− 0.176 98.79% 90.98 0.038 

DCS (σ =

1) 
β =

2 
− 0.328 98.47% 154.57 0.041 

DCS (σ =

3) 
− 0.320 98.39% 140.05 0.047 

DCS (σ =

5) 
− 0.349 97.74% 140.13 0.052 

DCS (σ =

1) 
β =

3 
− 0.485 96.37% 210.02 0.099 

DCS (σ =

3) 
− 0.459 95.64% 209.71 0.116 

DCS (σ =

5) 
− 0.442 93.85% 214.49 0.130  

Table 4 
Test results of the DCS with DDPG when trained with historical accurate de
parture information.  

Method Average 
reward 

Average 
DSR 

Average 
revenue 

Std of 
DSR 

DCS (σ =

1) 
β =

1 
− 0.190 99.75% 119.75 0.0357 

DCS (σ =

3) 
− 0.189 98.73% 119.93 0.0370 

DCS (σ =

5) 
− 0.189 98.63% 120.93 0.0408 

DCS (σ =

1) 
β =

2 
− 0.354 98.54% 164.52 0.0360 

DCS (σ =

3) 
− 0.352 98.52% 163.63 0.0377 

DCS (σ =

5) 
− 0.351 98.45% 162.21 0.0409 

DCS (σ =

1) 
β =

3 
− 0.481 97.34% 208.87 0.0657 

DCS (σ =

3) 
− 0.480 97.31% 208.25 0.0668 

DCS (σ =

5) 
− 0.479 97.30% 206.97 0.0673  
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charging load profile of the charging station, which alleviates the 
pressure on the power grid. Furthermore, the test with inaccurate de
parture information illustrates that the excellent performance of pro
posed strategy can be maintained when the algorithm is trained with 
historical accurate information. 

There are still many issues that could be addressed in future work, 
which are summarized as follows: 

1. A better mechanism to deal with unfulfilled charging demand 
should be explored. In this study, the effect of unfulfilled demand on the 
operation is not considered, but future work is necessary to take it into 
account. Compensation or insurance mechanisms may be an effective 
alternative. 

2. The behavior of EV owners should also be considered. Information 
on EV behaviors is very important for the charging station to make better 
decisions. However, information on EV arrival, departure, and demand 
is unknown in practice. In future work, such information may be ob
tained by prediction based on additional context information of EVs or 
other data sources. 

3. Work related to improvements in the DR mechanism is still in 
demand. In our work, we decide not to venture into the discussion of this 
mechanism. However, a DR mechanism that properly considers the in
terests of different groups is vital to its application. 
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